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ABSTRACT

We propose ”TEllipsoid”, an ellipsoidal display for video conference
systems that can provide not only accurate eye-gaze transmission
but also practicality in conferences, namely the convenience to use
and the preservation of the identity of the displayed face.

The display comprises an ellipsoidal screen, a small projector, and
a convex mirror, where the bottom-installed projector projects the
facial image of a remote participant onto the screen via the convex
mirror. The facial image is made from photos shot from 360 degrees
around the participant. Moreover, the image is modified to improve
identity. The gaze representation is implemented by projecting the
3D model of eyeballs onto a virtual ellipsoidal screen.
We evaluated the gaze transmissibility of the display in confer-

ence situations. As a result of experiments, we concluded that accu-
rate gaze transmission is available in conferences when the angular
distance of the adjacent participants is more than 38.5 degrees.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction devices—Displays and imagers;
Hardware—Communication hardware, interfaces and storage—
Displays and imagers;

1 INTRODUCTION

In spite of the development of many kinds of information and com-
munication technology (e.g., telephone, e-mail, video conference,
and SNS), face-to-face conversation is the most frequent mode of
communication. The technologies that make remote communication
as realistic as face-to-face communication have huge advantages
such as reducing labor/travel costs required for face-to-face decision-
making.
However, the planar display, which is commonly used in current

video conference systems, cannot accurately transmit the nonverbal
information (e.g., eye gaze or head movement), which plays an
important role in communication. Thus, smooth communication
is not possible. It is also reported that turn-taking in multi-party
conversations is adjusted by eye gaze or gesture [3,10]. The problem
of accurate gaze transmission is because of the Mona Lisa Effect
[15], which makes it difficult to understand who is spoken to by the
remote participant.
Many studies have tried to eliminate this effect by using a volu-

metric display, such as a multiview 3D display [9] or face-shaped
display [12]. However, the devices require actuated mechanisms
that cause mechanical noises and maintenance issues. As a more
reasonable method, it is reported that a curved display can transmit
eye gaze more accurately than a planar display [14].
Furthermore, we believe that a practical videoconference system

must not only transmit gaze direction accurately. It must be conve-
nient to use and a displayed face of the system must be similar to
the real face of the remote participant in the conference.
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Figure 1: Intended usage.

For practical use, high versatility is needed because any number of
people might participate in a conference as remote participants. The
need for individual equipment, such as the tailor-made facial screen
which is used on face-shaped display [12], makes it inconvenient for
users. Moreover, lower manufacturing costs and higher reliability
also are needed for practical application. It is obvious that the fewer
the driving mechanisms in a system, the lower the risk of failure and
manufacturing costs. However, for table meetings, such mechanisms
are normally needed because the face will turn by 90 degrees left and
right to look at the participants. The mechanisms are not necessary
on the vertical-axisymmetric surface of revolution shape display,
which can express horizontal head rotation only with changes of
image.
The similarity of the displayed face to the real face also is im-

portant for practical video conference system because, in today’s
society, communication is incomplete unless it is face to face. In
other words, the interlocutor of the video conference talks face-to-
face with the partner at least once. In that case, if the displayed
facial image is not like the real face of the interlocutor, it can be
difficult for the user to recognize the image as the interlocutor [8].
It has been reported in human cognition studies, that we identify
interlocutors by the overall arrangement of the parts and contour of
the face [1]. Hence, a display that can show the arrangement of the
parts of the face naturally from any angle is necessary for practical
video conference systems.
Therefore we propose ”TEllipsoid”, an ellipsoidal display for

video conference systems. It has a curved, vertical-axisymmetric
surface and the affinity with a human face, to provide not only
accurate eye-gaze transmission but also practicality in conferences,
namely the convenience to use and the preservation of the identity
of displayed face. This display is designed for the small-scale video
conference in which the participants are 3 to 15 people as shown in
Fig. 1.

In this paper, we describe the design of TEllipsoid and the evalua-
tion of eye-gaze transmissibility. As a result of our experiments, we
concluded that accurate gaze transmission is available in conferences
when the angular distance of the adjacent participants is more than
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Figure 2: System overview of TEllipsoid.

Figure 3: The prototype made in the VR environment.

38.5 degrees.

2 PROPOSED METHOD

We proposed the ellipsoidal display for video conferences, which
we named “TEllipsoid” (Tele + Ellipsoid). TEllipsoid comprises an
ellipsoidal screen, a small projector, and a convex mirror (Fig. 2).
The bottom-installed small projector projects the facial image onto
the screen via the convex mirror. The displayed facial image is not a
real-time but a pre-generated static facial image, with parametrizable
rendered eyes for gaze representation. Moreover, the shape of the
screen is designed based on the average face dimensions of young
Japanese males [11].

2.1 Prototype made in VR

First, we made a prototype in the Virtual Reality environment (Fig. 3)
to consider the screen shape, the projection image, and the method
of gaze representation before making the real device. The VR
environment was made with Unity (2019.1.2f1) and built on Oculus
Quest, the head-mounted display made by Oculus.

The screen shape was designed from the average dimensions of
the faces of young Japanese males [11]. We generated a 3D model
of the ellipsoid of revolution by rotating a simplified face shape
(Fig. 4(a)) along the vertical axis.

The facial image projected onto the screen (Fig. 6(a)) was gen-
erated as the panorama composite photo from the 425 frames of
the movie shot 360 degrees around the person, by concatenating
cropped facial images horizontally (Fig. 5). The eyes in the image
also were cropped for the gaze representation, which is described
later. Next, the facial image was inverse cylindrical-projected on the
virtual screen as a texture, which preserves vertical arrangement.

Unit: mm

(a) Prototype Made in VR (b) Prototype Device

55.85

42.8

57.3

138.6

75.05

80.95

73.03

41.6

57.3

138.6

80.93

81.67

36.7

Figure 4: Side view of the ellipsoidal screen.

Figure 5: Method to generate facial image.

2.2 Gaze representation
We implemented the gaze representation because a participant gazes
someone not only by turning the head but also by rotating the eyes
in an actual conference. The method of gaze representation is shown
in Fig. 7.
The eyeball models are placed on the eye section of the virtual

screen. The vertical/depth position and size are adjusted to be consis-
tent with the real face. The lateral position and the pivot are aligned
to the center of the orbit.
The eyes gaze at the target position by turning the pupillary axis

toward the target. Subsequently, the eyeballs are projected onto the
screen surface using parallel projection along the pupillary axis. This
projection method is adopted because the geometry looks consistent
with the eyeball models from the target point, which theoretically
enables the perception of eye contact from the target position. This
projection method is also similar to previous studies on spherical
display [2, 7].

2.3 Prototype device
We made a prototype of the system as shown in Fig. 8. The screen
with a thickness of 0.4 mm was fabricated with a 3D printer using
gray PETG filament. We chose a portable laser projector, Laser
Beam Pro C200 made by Cremotech, because projection distance
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(a) Prototype Made in VR

(b) Prototype Device

Figure 6: Facial images projected on the screen.
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Figure 7: The method of gaze representation.

changes depending on position. The convex mirror is a commercial
convex spherical mirror made of plated plastic with a diameter of
110 mm and a curvature radius of 102.5 mm.

We modified the shape of the screen based on the feedback from
the evaluation of the VR prototype. We enlarged the lower part to
improve the geometries of the nose and mouth and the naturalness
of the profile(Fig. 4(b)).

The facial image also was modified. Part of the neck was filled
with black, which is equivalent to no projection, to express the
contour of the jaw(Fig. 6(b)). This improvement makes the head
contour more natural and has the potential to evoke the Wollaston
Illusion [18], in which the perceived direction of the gaze is influ-
enced by the orientation of the face. The shape of the black fill was
carefully adjusted to make the frontal face appear slender and the
contour of the jaw appear natural. Such adjustments can be made
to other facial images. The image also was trimmed to adjust the
geometry of the parts of the face.

The transformed facial image for the projection was generated
by the optics setup virtually assembled in Unity. The projector in
the device was replaced by a virtual camera in which the field of
view is consistent with the throw ratio of the projector. As a result,
we could acquire a consistent stereoscopic image by projecting the

Figure 8: Overall view of the prototype.

image captured by the virtual camera on the setup.

3 EXPERIMENT

To evaluate the performance of gaze transmission, we conducted
four experiments.

• Experiment 1 was performed to investigate whether we can
perceive eye contact only from a specific direction and acquire
the relationship between gaze angle and observation angle that
gives the perception of eye contact.

• Experiment 2.1 was performed to acquire the precise gaze
angle where participants strongly feel eye contact for each
observation angle.

• Experiment 2.2 was performed to investigate the range of
observation angle where participants still feel eye contact, for
each gaze angle acquired in Experiment 2.1.

• Experiment 3 was performed to investigate whether partici-
pants can recognize the displayed image as the remote person
and how they feel about the image.

3.1 Experiment 1
This experiment was performed in the VR environment before mak-
ing the hardware device to develop the system more efficiently.

The definitions of gaze angle θ and observation angle φ are shown
in Fig. 9. The gaze angle is defined as the angle from the front to
the look-at point around the display. The look-at point was placed 1
m from the VR prototype. The observation angle is defined as the
angle from the front to the observation point around the display.

The participants sat and observed the display from 1 m away in a
VR environment using Oculus Quest. The height of the participant’s
viewpoint was adjusted to match the level of the eye on the display.
The participants were 11 people aged between 22 and 68.

The gaze angle was allocated in increments of 8 degrees from -40
to +40 degrees, where the pupil can be displayed naturally. The ob-
servation angle was allocated from -90 to +90 degrees in increments
of 10 degrees because the display can turn its face only to 90 degrees
left or right in the case of table meetings. By combining gaze angle
θ ∈ {−40◦,−32◦,−24◦,−16◦,−8◦,0◦,8◦,16◦,24◦,32◦,40◦} and
observation angle φ ∈ {−90◦,−60◦,−30◦,0◦,30◦,60◦,90◦}, we
generated 77 stimuli for the experiment.
The participants were asked to indicate if the display gazes at

them by pressing the button of the controller (Oculus Touch) for the
77 stimuli presented randomly. To acquire a more intuitive response,
each stimulus was switched to the next one every 5 seconds.

777



θ

φ

Display

Look-at Point

Observation
Point

Figure 9: The gaze angle and observation angle.

3.2 Experiment 2
3.2.1 Experiment 2.1
This experiment was performed in a dark room to maximize the
visibility of the prototype device. Because of the light emission
from TEllipsoid and incident light from other rooms, objects in the
environment, such as a table, chair, and the wall were visible. The
definitions of the gaze angle and the observation angle were the
same as in Experiment 1. The participants sat on height-adjustable
chair and observed the device, where the height of the participant’s
viewpoint was adjusted to match the level of the eye on the device.
The distance between the participant and the device was fixed at
1.5 m, which is in the range of social distance for the small-scale
conference reported in the proxemics study [6]. The participants
were 11 people aged between 22 and 38.

The observation angle was allocated from -90 to +90 degrees in
increments of 30 degrees. This increment corresponds to 79 cm at a
distance of 1.5 m, which is close to the smallest distance of adjacent
participants. The change of the observation angle was substituted
with equivalent head rotation. The participants were instructed to
adjust the gaze angle to where they felt eye contact the strongest
for each observation angle, which were presented randomly. The
adjustment was performed by pressing buttons to change the gaze
angle by fixed angles of 2 degrees and 0.5 degrees. Each time
the participants pressed the button, the projection blinked for 0.5
seconds to reduce the effects of adaptation.

3.2.2 Experiment 2.2
This experiment was conducted just after Experiment 2.1 on the
same participant using the result of the experiment. In this experi-
ment, the participants were instructed to adjust the observation angle
to the point where they no longer felt eye contact by shifting the
observation angle from a given angle.
The adjustments were performed by the participants in the same

manner as in Experiment 2.1. The participants were instructed
to change the head rotation, which is equivalent to changing the
observation angle, in one direction from the strongest-gazed rep-
resentation they had in the earlier experiment to the direction in
which they no longer felt eye contact. The adjustments were made
to the left and to the right for every observation angle, which were
presented randomly.

3.3 Experiment 3
In this experiment, we asked the participants to describe how they
felt about the displayed facial image and whether they could recog-
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Figure 10: Number of participants who perceived eye contact for each
stimulus.

nize the image as the model person. The participants were instructed
to rate the displayed image with the Visual Analogue Scale (VAS),
in which the participants indicate the position corresponding to their
impression along a line between a pair of words. All the participants
had met the model person at least once.
We asked the participants, “How do you feel about the

face?” using these word pairs: Beautiful–Ugly, Normal–Creepy,
Friendly–Unfriendly, and Humanlike–Robot-like. We also asked
them, “Can you recognize that person?” using the scale, Easy to
recognize–Hard to recognize.

The observation conditions were similar to those in Experiment 2.
The participants were allowed to change the gaze angle and the head
rotation by pressing the buttons. Their changes were reflected in the
image immediately. The participants were 11 people aged between
22 and 28.

4 RESULTS

4.1 Experiment 1
Of the 11 participants, the number who perceived eye contact for
each stimulus is shown in Fig. 10. For both left and right, there was
a trend: the bigger the gaze angle, the bigger the observation angle
in which eye contact was likely to occur. However, the gaze angle
and the observation angle were not always consistent. Especially
when the gaze angle was ±8, ±16, ±24 degrees, there were multiple
observation angles in which the number of participants who per-
ceived eye contact was relatively high. Participants also commented
that the displayed face looked shy or suspicious.

4.2 Experiment 2
4.2.1 Experiment 2.1

The gaze angle for which the strongest eye gaze was perceived for
each observation angle is shown in Fig. 11. There was a trend like
that in the VR prototype: the bigger the gaze angle, the bigger the
observation angle in which eye contact was likely to occur. Also, as
in Experiment 1, the gaze angle and the observation angle were not
always consistent.
The standard deviation was relatively large, up to 7.25 degrees

when the observation angle was +60 degrees. When the observation
angle was 0 degree, the standard deviation reached a minimum value
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Figure 11: The gaze angle in which the strongest eye gaze was
perceived for each observation angle.

of 2.12 degrees, which is still much larger than that for recognizing
real faces [4].

4.2.2 Experiment 2.2

The range of observation angles at which the participants perceived
eye contact with the strongest-gazed representation adjusted in Ex-
periment 2.1 is shown in Fig. 12. The result of the experiment is
also shown in Table 1.

The highest angular range width from the given observation angle
was 38.5 degrees, which corresponds to 99 cm at a distance of 1.5
m. Note that the left (right) edges of -90(+90) degrees were ignored
because there is no participant behind the device in the conference.
Some angular widths were less than 30 degrees, which corresponds
to the smallest distance between adjacent participants.

The angular range width was larger to the left at ±90 and ±60
degrees, and larger to the right at ±30 degrees. The bias of the width
is relatively small at 0 degrees.

4.3 Experiment 3

Each mark on the Visual Analogue Scale (VAS) was quantified as
a distance from the left end and converted into a ratio of the total
length of the line. The average, standard deviation, and median of
the ratio for each question are shown on Table 2.

The averages of the ratio on the question, “How do you feel about
the face?” were almost neutral for all word pairs. Meanwhile, the
average of the ratio for “Can you recognize this person? was 0.357,
which was closer to “Easy to recognize.” Furthermore, the median
for the second question was 0.271, which is smaller than average.

5 DISCUSSION

5.1 Eliminating the Mona Lisa Effect

The results of Experiment 1 show that a facial image gazing front
evokes the perception of eye contact only from near the front. Simi-
larly, the facial image not looking forward evokes the perception of
eye contact from a specific range of observation angles.

Furthermore, the results of Experiment 2.1 show that there is a
range of gaze angles that evoke the perception of eye contact when
observed not only from the front but also from oblique directions.
Therefore, we can conclude that the Mona Lisa effect was eliminated
by our method.

5.2 Relationship between gaze and observation angles
In Experiments 1 and 2.1 and contrary to reality, the observation
angle when eye contact is perceived was not same as the gaze angle.
The observation angle was always larger than the gaze angle.

The depth position and curvature of eyeballs, which were adjusted
arbitrarily, may be the reason for this inconsistency. However, it
is expected that the inconsistency will be reduced by further opti-
mization of the position and curvature. In addition, the difference of
facial flatness between a real face and the display, which influences
the projection on gaze representation, also is considered to be a
reason for the inconsistency.
More detailed evaluation and modeling of this relationship are

necessary for further development so that we have effective rendering
method of eyes for any direction.

5.3 Cone of gaze as the observation angle
The result of Experiment 1 shows that multiple people are likely
to perceive eye contact from a single gaze representation when the
gaze angle is ±8, ±16, ±24 degrees. Thus, a more precise angular
range of gaze perception was investigated in Experiment 2. That
investigation implies that one person is presumed to perceive eye
contact when the angular distance between participants is more
than 38.5 degrees. It is difficult in conferences with more than 6
participants to satisfy this condition. The range can be narrowed
by optimizing gaze representation methods such as changing the
eyeball position.
Furthermore, the participants in the experiment were instructed

to identify the direction from which they no longer feel eye contact.
It has been reported in studies of perception that the cone of gaze,
defined as the range of gaze angle where mutual gaze occurs, has
no clear border but Gaussian probability distribution of the mutual
gaze perception as the function of gaze angle [5]. Therefore, it is
presumed that similar distributions can be obtained on our method,
and a narrower range of gaze perception, which is psychologically
significant, can be derived because the border from the results of
this study corresponds to the edge of the distribution.

5.4 The identity of the displayed facial image
The results of Experiment 3 show that the impressions of the dis-
played face are almost neutral against the four word pairs. This
suggests that at least the displayed image does not prevent further
interaction with negative impressions. However, the impression on
Normal–Creepy has to be reconsidered and improved because there
is a concern that the display might fall into the uncanny valley [13],
which makes the interlocutor uncomfortable.

The results also show that more than half of the participants can
easily identify the facial image as that of the remote participant.
Therefore, we can conclude that our method provides a high level of
identity between the displayed facial image and the real image.

However, the individual variance of recognition is relatively large.
The difference in the faces the participants have seen in their lives is
presumed to be a reason for the variance. It has been proposed as
the prototype effect [16, 17] that we recognize who a person is by
seeing differences between this face and the average faces which is
generated from the people we have met and easy for us to recognize.
The familiar face differs for each person, which leads to the variance
on the impression of identity.

6 CONCLUSION

We have described TEllipsoid, an ellipsoidal display for video con-
ference systems, which can provide both accurate eye-gaze trans-
mission and practicality for conferences, namely the convenience to
use and the preservation of the identity of displayed face.
We claimed three requirements for a practical videoconference

system,

779



Observer

Display

-90 degrees -60 degrees -30 degrees 0 degrees

30 degrees 60 degrees 90 degrees

Figure 12: The ranges of observation angles at which the participants perceived eye contact with the strongest-gazed representation.

Table 1: Results of Experiment 2.2.

Observation Angle [degrees] -90 -60 -30 0 30 60 90

Left Border
Average [degrees] -117.0 -98.5 -55.6 -16.1 -5.0 38.1 82.1

Standard Deviation [degrees] 15.5 14.5 13.5 5.5 12.7 10.0 3.5
Angular Range Width [degrees] 27.0 38.5 25.6 16.1 35.0 21.9 7.9

Right Border
Average [degrees] -79.8 -36.1 6.4 19.1 45.8 96.2 129.6

Standard Deviation [degrees] 3.9 8.3 17.3 8.9 6.9 14.1 21.0
Angular Range Width [degrees] 10.2 23.9 36.4 19.1 15.8 36.2 39.6

Table 2: Results of Experiment 3.

Average SD Median
Questionnaire: How do you feel about the face?

Beautiful (0)–Ugly (1) 0.499 0.123 0.504
Normal (0)–Creepy (1) 0.453 0.175 0.421

Friendly (0)–Unfriendly (1) 0.481 0.219 0.504
Humanlike (0)–Robot-like (1) 0.405 0.201 0.329

Questionnaire: Can you recognize that person?
Easy to recognize (0)–Hard to recognize (1) 0.357 0.262 0.271

• Elimination of the Mona Lisa effect.

• Convenience of the system such as high versatility, high relia-
bility, and low cost.

• Identity between the displayed face and the real face.

Therefore, we propose TEllipsoid, which satisfies all of them. TEllip-
soid projects a facial image from a small projector to the ellipsoidal
screen via a convex mirror. The prototypes were implemented in
both the Virtual Reality environment and the real environment, in
which the facial image was modified and gaze representation was
implemented.
We evaluated the system on the elimination of the Mona Lisa

effect and the gaze transmissibility in a conference situation. As a
result of our experiments, we concluded that accurate gaze trans-
mission is available in conferences when the angular distance of the
adjacent participants is more than 38.5 degrees.
Our plan for future work is to implement communication func-

tions which are necessary to establish the system as a usable video-

conference system, such as:

• Representing facial expressions, blinking, and lip-sync,

• Capturing head and facial movements to represent expression

• Developing an immersive video transmission system from the
local conference room to remote participants.

Further evaluation of the system also is necessary as future work,
such as evaluating with another facial image, evaluating whether
participants other than the intended recipient can comprehend who is
gazed from the device, and evaluating the real face as the reference
for comparison. The vertical dependence of gaze transmissibility
also must be evaluated because the participants can be taller or
shorter than TEllipsoid, and eye height can be different. Further-
more, it is necessary to evaluate the effect of the eye convergence
parameter on gaze transmissibility because the geometry of TEl-
lipsoid is different from that of the real face. This may make gaze
transmissibility optimal when the parameter is different from an
exact distance.
The device is still not bright enough for use in a normal confer-

ence room because of the low power of the current laser projector.
We expect that the power will be improved in a few years.

7 RELATED WORKS

One-to-many 3D video teleconferencing system using an autostereo-
scopic horizontal-parallax 3D display. [9] is a solution for elimi-
nating the Mona Lisa effect. The face of the remote participant
is projected using a high-speed projector and rotating tent-shaped
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aluminum sheet. The authors evaluated eye contact accuracy and
reported that the error of eye gaze ranged between 3 and 5 degrees.
A face-shaped display for the telepresence system. [12] projects

the facial image onto a face-shaped screen made from the mold of
an actual human face. This is another solution for eliminating the
Mona Lisa effect. However, the system is not very versatile since
an individual screen is needed for each user. Furthermore, a driving
mechanism is needed to move or rotate the face.
A cylindrical multiview videoconference system. [14] was pro-

posed as a system that preserves gaze direction by displaying correct
perspective images for multiple viewpoints. It is reported that the
gaze transmission accuracy of that method was better than the planar
display and also that a single facial image projected to the cylinder
surface had more accuracy than the planar display. This method
can provide both the elimination of the Mona Lisa effect and con-
venience. However, the consistent facial parts arrangements, which
guarantees the identity, can be observed only from limited viewing
angle.
A head robot with a curved surface display. [7] was proposed to

guide a human gaze to the target, with control not only of the gaze
but also of the facial expression. The gaze representation method
is similar to our method, except that the depth positions of eyeball
models are different. In the other method, the eyeballs are placed
inside the screen, in contrast to protruded eyeballs oi our method. In
our method, the projected image is not the line-drawn face but a real
face so the eyeballs must protrude according to the real geometry of
eyes which protrude from the orbit.

An animated face that is retro-projected on a mask-shaped screen
was compared with that projected on a hemisphere screen, the real
face, and the human face displayed on a flat screen [2]. The authors
concluded that gaze transmission accuracy of the hemisphere is not
better than other methods.
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